Predicting Online Student Effort with Accelerometer, Heart Rate Sensors, and Camera Using Random Forest Regression Model
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Abstract: In online education through web conference tools, teachers cannot grasp students' states by watching their behaviors like in an offline classroom. Each student also cannot be affected by others' good behavior. This paper proposes a prediction method of the student effort through acceleration sensors and a heart rate sensor worn on a student's body, and a local camera. The effort is expressed by the levels of concentration, excitation, and bodily action. A Random Forest regression model is used to predict each level from the sensor and camera data. Exhibiting the prediction result brings visibility of student states like offline. We verified the effectiveness of the prediction model through an experiment. We built the Random Forest regression prediction models from the sensors, camera, and student effort data obtained by actual lectures. In the case of building one prediction model for one lecture/one subject, the average $R^2$ values were 0.953, 0.925, and 0.930 in the concentration, excitation, and bodily action, respectively. The $R^2$ was -0.835 when one prediction model trained by one lecture's data is applied for another lecture's prediction. That was 0.285 when one model by 4 subjects' data is applied for prediction for the rest 1 subject. It means that the prediction model has high accuracy but is dependent on individual persons and lectures, which forces a burden to individual student to collect initial training data for individual lecture to build a prediction model. We also found that the acceleration data are the most important features. It implies the effectiveness of using acceleration sensors to predict student effort.

Index Terms: Online education, student effort, acceleration sensor, heart rate sensor, camera, Machine learning, Random Forest regression model

1. Introduction

The school closure against the COVID-19 pandemic brought urgent demand for online classes in educational institutions all over the world. The survey of Ref. [1] reported that 91% of the countries responded as using online platforms at least one of education levels. Online education will be continuously carried out after school reopening[2].

Web video conference tools, such as ZOOM1 and Google Meet2, are utilized as platforms for online educations[3, 4]. Synchronous videos derived by video conference tools perhaps best approximate offline classroom approach to teaching[5]. Such tools enable the teacher and many students to engage educational activities simultaneously. Furthermore, since these tools have screen/voice recording functions, students can easily recall and review the content of the lesson.

However, Web video conference tools have the following shortcomings: The teacher cannot observe the students’ behaviors and their surroundings. The individual student also cannot see other students’ behaviors. Teachers in

1 https://zoom.us/
2 https://apps.google.com/meet/
traditional classrooms watch each student’s behavior and grasp his status such as understanding/misunderstanding. Student behaviors include nonverbal cues such as students’ postures, facial expressions, physical movement, and so on[6]. The teachers also carry out the between-desk instruction[7] to grasp how the students are tackling assignments. Furthermore, in an individual student, his learning behavior is affected by other students. According to the fact that a person tends to unconsciously imitate other persons’ behaviors[8], a high level of engagement in a classroom improves an individual’s engagement[9]. However, in online classrooms, students often leave their video cameras off because of concern about their appearances, weak internet connections, and so on[10]. It prevents the above-mentioned desirable environments in traditional classrooms. Even if all the students are turning on the camera, the teacher cannot simultaneously watch over the entire videos on the PC screen.

Thus, in order to provide online classes the environment like as traditional offline ones, it is required to enable teachers and students to grasp the students’ status without Web camera. Our research focuses on observing students’ status through some sensors and local cameras, and focus on feeding the observation result back to teachers and students. This paper proposes a method to predict a student’s effort as his status from the data of the acceleration sensor worn on the back of his neck, acceleration one worn on his dominant hand, heart rate sensor, and local camera. We mention the student effort as the mental and physical energy to attend an online class. We express it with the 3 indicators, concentration, excitement, and bodily action. Each of these levels in a student is predicted by a Random Forest regression model[11]. The prediction model has the observed/processed sensor/camera data as the feature. By aggregating the predicted levels of the students and exhibiting it, the teacher can grasp the students’ status. Moreover, the students can grasp the class atmosphere by other students.

The proposed method uses acceleration sensors in contrast to existing research to estimate student status through a sensor and/or camera. By using acceleration sensors, we can observe the student’s hand and body movement. Since hand and body movement is caused by writing behavior and mental state, observing them through acceleration sensors will be effective to predict the student effort. Though it brings a burden on the student to wear and carry acceleration sensors, the burden may be enough small because existing acceleration sensors are tiny and light.

We conducted an experiment with actual online lectures. The experimental result showed that the RF model is dependent with individual person and lecture. Moreover, the result demonstrated that the most important features in the RF model are those from the acceleration data of hand and neck because the $R^2$ values by those features are over 0.91.

This paper is organized as follows. Section 2 reviews the related works. Section 3 proposes the prediction method of the student effort through acceleration sensors, a heart rate sensor, and a local camera. The experimental setting and results are given in Section 4 and 5, respectively. Section 6 concludes this paper finally.

2. Related Works

There are many studies to observe and estimate student status through sensors and cameras.

Ref. [12] proposed an educational system EduFit, where the student’s cognitive load or engaged task is predicted from EDA, heart rate, and body temperature data observed by a wearable sensor[12]. They compared the performances of 9 prediction models and found that kNN and Random Forest models performed best. However, this study did not focus on the difference in prediction models among individual persons. Moreover, EduFit does not consider feeding back the prediction result to teachers.

Some researches focus on detecting that an online learner is not taking a class earnestly. Ref. [13] proposed an attention-promoting mechanism for online learners. It observes the learner’s attention level through an Electroencephalography (EEG) sensor installed in a headset and assists when the attention levels waned. Instead of biometric information, webcam images are used in inattention detection for extracting information on face detection error[14] and face-based emotion discriminant with a CNN model. Biometric sensors as skin conductance and skin temperature sensors and webcam image are utilized for a learner’s mind-wandering detection[15, 16, 17]. The mobile learning system AttentiveLearner[17] detects the learner’s mind-wandering by heart rate estimation with fingertip image and lecture video contents.

Inattention and mind-wandering detection emphasize finding only a learner’s undesirable states. Desirable states implying diligence are needed to be detected as well as undesirable ones. If an online teacher can know that learners got interested in his talking or smoothly working on assignments, he can recognize the validity of his teaching style and the learner’s understanding. Desirable state detection also allows each student to be inspired by other student’s diligence.

Emotion and engagement detection treat both desirable and undesirable states. Webcam images and mouse gestures are utilized to detect desirable emotion or high engagement level in a binary scale[18, 19, 20, 21, 22, 23, 24, 25]. The information extracted by webcam images is facial expression, upper-body posture, heart rate, and so on. For example, [20] proposed an emotion detection method for delight, engaged concentration, boredom, confusion, and frustration based on facial features expressed by the action units of the face. The first 2 emotions are desirable states. In [21], the behavior of gazing PC screen and taking a note could be detected by applying an expansion of the CNN model to facial, shoulder, and arm posture information extracted by OpenPose. These behaviors correspond to high behavioral engagement. Though multimodal detection methods by combining image analysis and weblog analysis of an online education tool are proposed[16, 26], they are not feasible in standard online classes held through online meeting tools.
Biological information such as the Galvanic skin response (GSR) is also utilized in engagement detection[27]. These detection methods, however, only classify the student state as engaging/not engaging or desirable emotion/not desirable emotion. Since the strength of engagement or emotion is not considered, the watchability of student state toward that of an offline class is insufficient. For example, in an offline class, a teacher enforces a student’s attention by questioning when the degree of the student’s concentration is gradually degrading. To enable such a teaching scheme in an online class, engagement or emotion should be predicted in a multi-level ordinary scale.

The methods in [28, 29, 30, 31] predict an online/offline student’s engagement on an ordinary scale with 3 or more levels. In [28], the engagement is predicted by 3 levels through a naive-Bayes classification model whose inputs are mouse gesture, keystroke, facial expression feature extracted by webcam image. The prediction from PC utilizing behavior and webcam image has the advantage of noninvasiveness and simplicity of implementation. The method of [31] predicts an offline student’s Task Engagement by 5 levels by a regression analysis of EEG, ECG, SCL, EOG, and respiration rate. Though a fine-grain prediction can be performed by biometric sensors, it is cost-expensive.

These researches did not use acceleration sensors. During between-desk instruction in an offline classroom, a teacher confirms whether students are smoothly solving the assignments or not, whether memos wrote on their notes are correct or wrong, and so on. Though using mouse gesture or keystroke data may enable such the confirmation for web-based assignments, it does not work well when students write on their notebooks, textbooks, or paper materials. To detect these behaviors, it may be useful to introduce acceleration sensors to observe hand movements and body postures invisible in webcam images. Moreover, acceleration sensors take relatively low-cost than biometric sensors. This paper proposes to predict desirable and undesirable student states on a multi-level ordinary scale by combining acceleration sensor data with traditionally-used webcam images and heart rate sensor data.

3. Student Effort Prediction with Wearable Sensors and Local Camera

3.1. The Indicators of the Student Effort

In this research, we consider the student effort as the online student status to be predicted. It is the mental and physical energy to attend an online class. It may be an indicator of how well a student is involved in a class and the learning will be successful.

We express the student effort with the 3 numerical indicators, concentration, excitation, and bodily action. The concentration is the degree of how much the student is concentrating his attention to attending the class. The excitation is that of how much the student is feeling excited because of interest in the content of the class. The bodily action is that of how much the student is moving his body for making a note, working on a task, and so on. These indicators can be grasped by observing nonverbal cues and between-desk instruction in offline classroom.

Changes in a student’s physical according to the student effort indicators may be as follows. When a student is concentrating to the class well, his face closes to the PC screen and his posture falls forward. When his attention is distracted by the lack of concentration, his posture will get deformed. When humans are excited, since sympathetic nerve activity becomes active, the physiological signals may change. In particular, excitement accelerates human beating. Thus, the heart rate of the student as well as his posture may be changed along with the degree of excitement. Such the changes may be observed by movement of his neck. On bodily action, the student attending in an online lecture moves his body for some tasks according to circumstances: The body movement occurs on writing on the note, looking at the PC screen and the paper material alternately, operating PC according to teacher instruction, and so on. The bodily action can be observed from the movement of the hand and posture.

From the above discussion, the physical changes according to the levels of concentration, excitation, and bodily action can be detected from acceleration sensor data, heart rate sensor data, and video data from a camera photographing the student.

3.2. Method Overview

Fig. 1 is the method overview to predict student effort through wearable sensors and camera. The student wears 3-dimensional acceleration sensors on his back of neck and dominant hand. He also wears a heart rate sensor. These sensors observe the acceleration and heart rate data periodically during the online lecture. The camera takes his live face shot. These observed data and the processed data derived from the observed one before time \( t \) are features of the prediction model. The proposed method trains a prediction model for each of the concentration, excitation, and bodily action. The target variable of the prediction models are concentration, excitation, and bodily action for time \( t \). The prediction results are aggregated and fed back to the teachers and students. The teacher can make decision on teaching behavior by grasping students’ status from the prediction results. Each student can see the class atmosphere by other students. The concentration, excitation, and bodily action take plural values, respectively. The teacher can observe the time variation in their predicted values. For example, for a student whose concentration level is gradually decreasing from a high concentration state to a low concentration state, the teacher can grasp it and call on the student for speaking. Furthermore, each student can recognize how his effort is high in the class because he can grasp the student effort of other students. This can enhance each student’s effort.
The wearable sensors and local camera do not force a student heavy burden to carry them because the following reason. We assume the local camera is that equipped with a student’s PC. It may be reasonable because using such camera is general in online classes held on Web meeting tools. Commercially available acceleration sensors are enough small and light to carry. For example, TWELITE 2525a sensor[32] has the 25mm × 25mm × 10mm size and 6.5g weight. We can use a chest-belt type monitor or wristwatch type activity tracker as a heart rate sensor, which are convenient to carry.

![Method overview](image)

Fig. 1. Method overview

### 3.3. Feature Extraction from Heart Rate Sensor

The heart rate (HR) and heart rate variability (HRV) indicate the balance of the autonomic nerves. They can be used as measures of a person’s mental state[33, 34]. HRV analysis methods include indicators based on statistical indicators and frequency analysis[34]. The HR and HRV are indicated by RRI (R-R Interval), which is observed through a heart rate sensor. RRI is the interval between an R wave and the next R wave, where an R wave is the highest peak in one beat shown by the electrocardiogram.

The proposed method generates 8 features from RRI data. The original RRI data from the heart rate sensor is observed with fluctuating intervals. The RRI data for each time is obtained by applying the third-order spline interpolation is applied to the original RRI data. The feature of the prediction models from the heart rate sensors are as follows.

- **RRI**: The RRI value for time \( t \).
- **HR=60/RRI**: The heart rate value for time \( t \).
- **Av_RRI**: The average RRI value in the time range \([t-60, t]\)(s).
- **HF**: The high-frequency component of RRI (0.15–0.4 Hz). The frequency components are obtained by the Fourier transform on RRI values in the time range \([t-60, t]\) (s). \( HF \) represents the parasympathetic variability.
- **LF**: The low-frequency component of RRI (0.04–0.15 Hz). It is obtained by the same manner of \( HF \). It represents both parasympathetic and sympathetic variabilities.
- **LFHF=LF/HF**: Represents sympathetic variability.
- **Diff_RRI=RRI\_t - RRI\_t\_1**: The increment of RRI from 1 second before.
- **Var_RRI**: The squared deviation of each RRI\_t from the average RRI.

### 3.4. Feature Extraction from the Acceleration Sensors

The proposed method generates 26 features obtained from acceleration data with respect to the time . The acceleration sensors are worn on the back of the back and on the dominant hand, respectively. Thirteen variables, which are 3 variables of the observed data and 10 variables of the processed data are generated for each sensor. Each acceleration sensor observes 3-dimensional accelerations \((a_x, a_y, a_z)\) along with the X, Y, and Z axes. The processed data of each acceleration sensor are the following.

- **\((Av\_a_x, Av\_a_y, Av\_a_z)\)**: The average acceleration in the time range \([t-60, t]\)(s).
- **\( a_t \)**: The Euclid norm of \((a_x, a_y, a_z)\).
- **\((v_x, v_y, v_z)\)**: The velocities along with the X, Y, and Z axes for time \( t \). They are calculated by the integral of \((a_x, a_y, a_z)\)s with the trapezoidal rule.
- **\((w_x, w_y, w_z)\)**: The distance along with the X, Y, and Z axes for time \( t \). They are calculated by the integral of \((v_x, v_y, v_z)\)s with the trapezoidal rule.
3.5. Feature Extraction from Camera Data

The proposed method uses 8 features with respect to the time $t(s)$ derived from the video data observed by the camera. Let $F$ be a frame of the video data. $F$ is typically a picture of the student’s face shot. Applying a face detection method[35] to $F$ can derive a rectangle area around the face as shown in Fig.2. However, the face detection cannot be always successful. The factors of detection failure are (1) changes of face direction such as looking down to take a memo, looking up or aside in thinking, and so on, (2) temporary absence of user in the camera area, and so on.

On successful face detection in the frame $F$, the top-left coordinate $(x, y)$, the width $w$, and the height $h$ can be obtained. The centroid coordinate $P = (x+w/2, y+h/2)$ and the area $S = w*h$ of the face area are obtained. Moreover, a smile detection method (e.g. the method based on Haar cascade[36]) is applied to the detected face area. The smile detection provides the number $N$ of features associating with a smile in the frame $F$. On failure detection of a face, $P$ is not be defined and $S=N=0$.

The following 8 features as the processed data for the time $t$ are calculated.

- $P_t = (x_t, y_t)$, $S_t$, and $N_t$: The averages of $P$, $S$, and $N$, respectively, among the frames of successful face detections in time duration $[t-1, t]$.
- $D_t$: The time duration where the face detections were successful continuously just before $t$.
- $M_t$: The frequency of successful face detections in the time duration $[t-10, t]$.
- $|P|$: The Euclid norm between the origin and the face centroid coordinate.
- $d_t$: The face direction calculated from the movements of $P$.

Fig. 2. Feature extraction from camera data

3.6. Predicting Student Effort

For predicting each of the concentration, excitation, and bodily action, a prediction model is built. The prediction model has the observed and processed data at each time $t$ from the heart rate sensor, acceleration sensors, and camera as the features. The targets in the model is each of the concentration, excitation, and bodily action levels at each time $t$.

The proposed method adopts the Random Forest (RF) regression[11] for the prediction model. We adopted the RF regression according to preliminary prediction result among the RF regression, the linear regression, Support Vector Regression, and the logistic regression models[11]. The RF Model is one of ensemble learning techniques. Its target is predicted by aggregating the prediction results of plural decision trees trained by the boot-strap sampling data. It achieves higher accuracy by combining many models with lower accuracies. In the training data, the target value takes discrete values from 1 to 4.

4. Experiment

4.1. Experimental Purpose

We experimented to verify the effectiveness of the proposed method. The verification items are as follows:

- **Item 1:** Whether the concentration, excitation and bodily action, are effective indicators of the student effort or not.
- **Item 2:** Whether the student effort indicators can be predicted in a fixed person and lecture.
- **Item 3:** Whether the student effort indicators are dependent on persons or not.
- **Item 4:** Whether the student effort indicators are dependent on lectures or not.

Item 3 was introduced to verify whether one prediction model must be built for every individual student. Similarly, Item 4 was done from the viewpoint of the individual lecture. If Items 3 and/or 4 are revealed to be false, we can consider predicting a student’s involvement in a lecture through the prediction model built from other students’ and/or
lectures’ data. It implies the possibility of reducing the effort for collecting the training data from many students and lectures.

4.2. Settings of Online Classes

We collected sensor and camera data from the subjects in 2 online lectures, denoted as Lectures 1 and 2. The learning items of Lectures 1 and 2 were the matrix and regression, respectively. Their contents were created from the content of the "Big data analysis" class held for 3rd-grade students at Ritsumeikan University. Lectures 1 and 2 were held online through Zoom. Zoom is a tool adopted for online lectures in many educational institutions because it allows large-scale concurrent connection, easy sharing of materials, and screen recording. The period of each lecture was about 30 minutes. To enhance the subjects’ attention, the last part of each lecture was the exercises. We denote the teachers of Lectures 1 and 2 as Teachers 1 and 2, respectively. Teacher 1 is a forty-something female. She had experiences of teaching in online lectures for high school students but not for university students. Teacher 2 is a fifty-something male. He was accustomed to teaching in online lectures for university students. Each teacher performed his/her lecture by presenting slide materials on the screen.

4.3. Collecting Sensor/camera Data in Online Lectures

The subjects (called as Subjects A–F in below), were 6 male students at Ritsumeikan University. Subjects A–D are the 3rd-grade while Subjects E and F are the 4th-grade. Subjects E and F had the preliminary knowledge on the contents of Lectures 1 and 2 because they had got the credit for the "Big data analysis" class. Subjects A–D did not attend or had been learning in the class. The content of Lecture 2 was novel knowledge for Subjects A–D.

We used the Polar H10 heart rate sensor[37] and TWELITE 2525A acceleration sensor[32] to collect the subjects’ data. Each subject wore the H10 sensor around his chest with a chest belt. He also did the 2525A sensors on the back of his neck and the back of his right hand, respectively. The right hand is the dominant hand in every subject. The axis directions of the 2525A sensors are as Fig.3. The Z axis directions are the direction along with from the back to the front of the neck, and that from the back of the hand to the palm, respectively.

Fig. 3. The axis directions of the acceleration sensors

We distributed to each subject a laptop computer, a PDF-formatted briefing material, and paper-formatted lecture materials of Lectures 1 and 2. The laptop computer was the same model as the OS Windows 10, the Zoom application, the reaction application, and a USB Web camera. The detail of the reaction application will be given in below. The briefing material places the summary of the experiment and the Zoom URL to connect Lectures 1 and 2. The lecture materials were the slide materials shown by the teachers in the lectures. In the lecture materials, some important words or equations were hidden as blank spaces.

The reaction application is a desktop application of the button-type reaction terminal proposed in [38]. It was introduced to help each subject to recall in the questionnaire after the lectures.

To simulate an actual attendance in an online class, we made 6 isolated areas surrounded by partitions in a room. Each subject attended the lectures inside the area. A supervisor watched all the subjects during the lectures. Teachers 1 and 2 gave the lectures in another separate room. By such the environment, the teachers could not see the state of the subjects and the subjects also could not do each other.

We did not prohibit utterance, gesture, and so on, on each subject during the lectures. Each subject could freely take notes in the lecture material and fill the blanks. He could freely send his reaction at any timing through the reaction application. He also recorded the live videos on the screen of his laptop computer and the close-up picture by the camera according to the advanced personal instruction by the experimental supervisor. Either of these records included the voice data.

4.4. Collecting Effort Data after Online Lectures

After Lectures 1 and 2, we collected the student effort data and understanding level data of each subject. The former was used for building prediction models while the latter was done for verification of the effectiveness of the student effort.

We collected the former through a questionnaire by the retrospective report method. We showed each subject his screen record and the reaction data. Viewing these data, the subject evaluated each of his concentration, excitement, and bodily action levels for every 1 minute during each lecture on a 4-point scale. Level 1 corresponds to the lowest while Level 4 does the highest. We used this evaluation result as the label data for training the prediction model.
We collected the understanding level data of each subject with a post-lecture exam on the contents of the lectures. The exam consists of 16 and 12 true-false questions on the contents of Lectures 1 and 2, respectively. We collected the correctness of his answer for each question. An example of the true-false question is “It is called the regression to predict the value for a certain variable from the values for other variables” (True).

5. Experimental Results and Discussion

5.1. Effectiveness of Student Effort Indicators

We verify the effectiveness of the student effort from the understanding data. The verification is based on the idea that the understanding of the lecture content will be enhanced as the concentration level is higher if the concentration is an effective indicator of the student effort. Similar ideas hold about excitation and bodily action.

We calculated the increase of understanding level with respect to the concentration, excitation, and bodily action levels. For each subject and each lecture, we calculated the validity $A_i$ with respect to the concentration level $i$ ($j = 1, 2, 3, 4$) as follows. For each true-false question of the post-lecture exam, we obtained his corresponding concentration level as that in the earliest time duration when the slide associating with the question was being shown. Denoted by $q_i$ is the number of the true-false questions whose corresponding concentration level is $i$. Among such questions, the number of correctly answered ones is denoted by $n_i$. If $q_i>0$, then $A_i$ is given by $n_i/q_i$. We calculated the increment $C$ of the validity $A_i$ from the highest to the lowest corresponding concentration levels for each subject. Similar calculations were applied on excitation and bodily action, respectively.

Table 1 shows the average of the increments $C$s among all the subjects for each lecture. It shows that the increment is positive for all of the indicators and all the lectures. Thus, the indicators of the student effort may be effective to the student’s learning result.

Table 1. The average increment of the validity between the highest and lowest student effort indicator levels

<table>
<thead>
<tr>
<th>Lecture</th>
<th>Concentration</th>
<th>Excitation</th>
<th>Bodily action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+33%</td>
<td>+34%</td>
<td>+23%</td>
</tr>
<tr>
<td>2</td>
<td>+26%</td>
<td>+21%</td>
<td>+6%</td>
</tr>
</tbody>
</table>

5.2. Prediction Result in One Lecture

5.2.1. Feature Set from Wearables Sensors

We evaluated the prediction model with the feature set from the wearable sensors, which are, acceleration sensors and a heart rate sensor. We used the data of Subjects A, B, D, E, and F while we omitted that of Subject C because his heart rate data could not be obtained correctly. Each feature variable was normalized at first.

The prediction result was evaluated by the cross-validation method. We obtained the 12,000 data in Lecture 1. We divided the entire data into the 9,000 training and 3,000 test data. We trained an RF regression model from the training data and calculated the prediction result by applying the trained model to the test data. In each trained model, the total number of decision trees was fixed to 200 and the depth of each tree was not limited. The prediction result was evaluated by the $R^2$ value, MSE (Mean Square Error), and RMSE (Root Mean Square Error)[39]. A similar calculation was applied to the 8,700 data in Lecture 2, which were divided into the 6525 training data and 2175 test data.

The evaluation results are shown in Table 2. The numbers in Table 2 are rounded to the 3 first decimal places. The values are over 0.9 for all concentration, excitation, and bodily action in both of the lectures and the RMSEs are also small. This result demonstrates that all the indicators of student effort can be predicted through the acceleration and heart rate sensors.

Table 2. The prediction accuracies for Subjects A, B, D, E, and F with wearable sensors and each lecture

<table>
<thead>
<tr>
<th>Lecture</th>
<th>$R^2$</th>
<th>Concentration</th>
<th>Excitation</th>
<th>Bodily action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.949</td>
<td>0.976</td>
<td>0.957</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.042</td>
<td>0.025</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.204</td>
<td>0.158</td>
<td>0.212</td>
</tr>
<tr>
<td>2</td>
<td>0.958</td>
<td>0.932</td>
<td>0.929</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.028</td>
<td>0.048</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.167</td>
<td>0.219</td>
<td>0.251</td>
</tr>
</tbody>
</table>
5.2.2. Feature Set from Wearables Sensors and Camera

According to the same process as the above, we also evaluated the prediction model with the feature set from acceleration sensors, a heart rate sensor, and a camera. We used only the data in Lecture 2 because the video data of some of the subjects could not be obtained in Lecture 1. Shown in Table 3 is the evaluation results. The accuracy of the concentration is slightly poorer than the case without camera data while that of the excitation and bodily action are slightly better. The average $R^2$ value among all of the 3 indicators is 0.941.

Table 3. The prediction accuracies for Subjects A, B, D, E, and F with wearable sensors and camera in Lecture 2

<table>
<thead>
<tr>
<th>Lecture</th>
<th>Index</th>
<th>Concentration</th>
<th>Excitation</th>
<th>Bodily action</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$R^2$</td>
<td>0.95</td>
<td>0.938</td>
<td>0.936</td>
</tr>
<tr>
<td>MSE</td>
<td></td>
<td>0.033</td>
<td>0.044</td>
<td>0.058</td>
</tr>
<tr>
<td>RSME</td>
<td></td>
<td>0.183</td>
<td>0.21</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Figs. 4–6 show the top 10 features with the highest importance in the RF regression models of the concentration, excitation, and bodily action, respectively. For the wearable sensors, the important features are those calculated as an average value in the previous 60 seconds (denoted as ‘60-mean-ave-*’ in the figures). We consider its reason as follows: The variation of heart rates occurs later than that of autonomous nerve[40]. The features including sensor data in the previous 60 seconds may be more important than that including only the current data. Furthermore, RF regression models do not treat each feature as time-series data but instantaneous data while the subjects’ movements have time-series variation. Thus, the features including the data in the previous 60 seconds might contribute to the prediction result than the features of instantaneous sensor data.

![Fig. 4. The importance of features in prediction of the concentration](image1)

![Fig. 5. The importance of features in prediction of the excitation](image2)
Fig. 6. The importance of features in prediction of the bodily action

From Tables 2 and 3, the prediction results were improved at most in the bodily action by adding the features from the camera. We consider its reason as follows. The important features in the bodily action prediction model (see Fig. 7) include the continuous term of face detection (denoted as ‘face-detect-term’). This feature may be important in the bodily action regression models since the subjects looked at the PC screens and the materials alternately during taking a memo. Thus, this feature contributed largely to improve the prediction results.

5.3. Prediction Result per the Subject

We evaluated the prediction result for each RF regression model trained for an individual subject in Lecture 2. The features are the data from acceleration sensors, a heart rate sensor, and a camera. Subject C and Lecture 1 are removed because the corresponding data could not be obtained correctly. The evaluation was carried out by the cross-validation method. The 1,700 data for each subject was divided into 1,275 training data and 425 test data randomly.

Table 4 shows the $R^2$, MSE, and RMSE for each subject. From the rows of $R^2$ in Table 4, we can extract the average $R^2$ among the subjects as 0.953, 0.925, and 0.930 for the concentration, excitation, and bodily action, respectively. This result demonstrates that a prediction model trained for each person achieves about 0.9 $R^2$ value. Some improvement or degradation occurred in some subjects than the prediction model trained for the entire subjects (compare Table 4 with Table 3).

From the results mentioned in Subsections 5.2 and 5.3, it can be said that predicting the student effort is enabled by training a prediction model for one person in one lecture.

Table 4. The prediction accuracies for each subject with wearable sensors and camera in Lecture 2

<table>
<thead>
<tr>
<th>Subject</th>
<th>Index</th>
<th>Concentration</th>
<th>Excitation</th>
<th>Bodily action</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$R^2$</td>
<td>0.962</td>
<td>0.915</td>
<td>0.962</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>RSME</td>
<td>0.142</td>
<td>0.14</td>
<td>0.142</td>
</tr>
<tr>
<td>B</td>
<td>$R^2$</td>
<td>0.941</td>
<td>0.896</td>
<td>0.911</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.03</td>
<td>0.057</td>
<td>0.035</td>
</tr>
<tr>
<td></td>
<td>RSME</td>
<td>0.175</td>
<td>0.239</td>
<td>0.186</td>
</tr>
<tr>
<td>D</td>
<td>$R^2$</td>
<td>0.917</td>
<td>0.963</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.029</td>
<td>0.009</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>RSME</td>
<td>0.171</td>
<td>0.097</td>
<td>0.158</td>
</tr>
<tr>
<td>E</td>
<td>$R^2$</td>
<td>0.958</td>
<td>0.895</td>
<td>0.896</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.025</td>
<td>0.065</td>
<td>0.106</td>
</tr>
<tr>
<td></td>
<td>RSME</td>
<td>0.157</td>
<td>0.254</td>
<td>0.326</td>
</tr>
<tr>
<td>F</td>
<td>$R^2$</td>
<td>0.985</td>
<td>0.955</td>
<td>0.936</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.01</td>
<td>0.058</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>RSME</td>
<td>0.1</td>
<td>0.242</td>
<td>0.345</td>
</tr>
</tbody>
</table>
5.4. Prediction Result by Other Persons' Model

We verified whether the prediction for a person through an RF regression model trained by other persons is useful or not. If it is false, the need for training a prediction model for each person is emitted, which leads relatively small burden to collect the initial training data in actual classrooms. The feature set was the data from the wearable sensors, which are the acceleration sensors and the heart rate sensor. The evaluation is performed by the 4-fold cross-validation method for each of Lectures 1 and 2, respectively. Each test data was generated as the 2,400 data of an individual subject and the training data was the data of the rest of the subjects. The average $R^2$ value is calculated by changing the target subject for generating test data. A similar evaluation is performed for Lecture 2, where there were 1,740 data in each subject.

The prediction result is shown in Table 5. The $R^2$ values take negative values, which means the prediction results are significantly poor. It demonstrates that it is difficult to predict one person’s student effort with the RF regression model trained by the other persons’ data.

The same perspective was obtained from the important features of the RF regression models. The features with higher importance in Subject A’s model included those from the acceleration sensor worn at his dominant hand. On the other hand, the important features in Subject B’s model were the features from the acceleration sensor worn on his neck. From the video record of these subjects, we could confirm that, during dwelling in the lectures, Subject A put his dominant hand forward while Subject B did his opposite hand. Furthermore, the postures during concentrating were different according to subjects. Some subjects were leaning forward when listening with a high concentration level. Some other subjects were listening with a good posture in a high concentration and were leaning forward in a poor concentration. It might bring a difference of importance features between persons, which leads to the difference of the prediction model between persons.

This result demonstrates that the characteristic of the data is dependent on individual person. It can be said that a prediction model should be prepared for each person for predicting the student effort.

Table 5. $R^2$ values of prediction with other subjects' models

<table>
<thead>
<tr>
<th>Lecture</th>
<th>Concentration</th>
<th>Excitation</th>
<th>Bodily action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.835</td>
<td>-2.139</td>
<td>-3.99</td>
</tr>
<tr>
<td>2</td>
<td>-2.164</td>
<td>-4.059</td>
<td>-2.177</td>
</tr>
</tbody>
</table>

5.5. Prediction Result with Another Lecture's Model

Similar to Subsection 5.4, we also verified whether the prediction for a lecture through a model trained by other lessons is useful or not. If it is true, a model trained for a lecture can be diverted to another lecture, which leads to reducing the burden to collect initial training data.

The feature set was from the acceleration and heart rate sensors. We trained a prediction model by each subject’s data in one lecture and predicted the concentration, excitation, and bodily action of the same subject in another lecture by the trained model.

The prediction evaluation result is shown in Table 6. Almost all $R^2$ values take negative values, which means poor prediction results. It implies that the characteristics of the data are dependent on lectures. We consider its reason as follows. There were differences among Teachers 1 and 2 in their genders, ages, and proficiencies of teaching online for university students. The patterns of lecture designs should be different according to teachers as demonstrated in [41]. Furthermore, the teaching styles are dependent on teachers’ genders, ages, and experience[42]. How to attract students’ attention might be different, which affected the difference between the movement of the subjects’ bodies.

Table 6. Prediction result with another lecture’s model

<table>
<thead>
<tr>
<th>Training: Lecture 1, Test: Lecture 2</th>
<th>Subject</th>
<th>$R^2$</th>
<th>Concentration</th>
<th>Excitation</th>
<th>Bodily action</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$R^2$</td>
<td>0.285</td>
<td>-0.328</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>0.362</td>
<td>0.313</td>
<td>0.142</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.602</td>
<td>0.559</td>
<td>0.377</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>$R^2$</td>
<td>-0.433</td>
<td>-0.08</td>
<td>-0.98</td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>0.753</td>
<td>0.588</td>
<td>0.721</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.868</td>
<td>0.767</td>
<td>0.849</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>$R^2$</td>
<td>-0.498</td>
<td>-1.995</td>
<td>-0.033</td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>0.527</td>
<td>0.719</td>
<td>0.506</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.726</td>
<td>0.848</td>
<td>0.711</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### 5.6. Feasibility to Omit Sensors/camera

The heart rate and acceleration sensors have invasiveness and force some physical burden. This subsection discusses the feasibility of omitting these sensors. We compare the prediction results of the 3 student effort indicators between different feature sets by omitting a certain sensor or camera. We built a prediction model from the data of Subjects A–F by 4-fold cross-validation for each feature set. The average $R^2$ value for each case is shown in Table 7.

From Table 7, the feature from the acceleration sensors is effective because the case of ‘Acc’ achieves the $R^2$ values over 0.9 for all the indicators. It implies the posture of hand and neck provides useful features for explaining the student efforts in online lectures.

Table 7 also shows that the case of ‘HR+Acc’ achieves higher $R^2$ values, 0.958, 0.932, and 0.929, than the ‘Acc’ case for all the indicators. It implies that the variation of the heart rate includes some characteristics of the student behavior that do not associate with the posture of the neck and hand. Heart rate sensors, however, have high mental and bodily invasiveness because users must wind a belt around their chests. Furthermore, applying heart rate sensors for all students in an online lecture is difficult from the viewpoint of the cost because they take 4 times more expensive than acceleration sensors. It may be reasonable to use only acceleration sensors in predicting student efforts.

The case ‘Cam’, using features from only camera data, achieves about 0.4 $R^2$ values for all the indicators, which means using only camera data is not effective. The reasons for such the poor prediction result may be the failure of face detection by the following factors: (1) Oclusions occurred when the subjects put their hands at the front and when they rested their cheeks in their hands, and (2) the subjects’ faces went out of the camera photographing ranges. Students attending an online lecture are not usually required to confront cameras because they should focus on only the PC screen. It brings that face detection is not always successful. This result coincides with a part of the result in [20], where detection of the emotions other than the ‘Delight’ and ‘Confusion’ achieved only 0.6 accuracies through the 2-class classification of camera data. It means that predicting the student effort by only the 8 features from the camera data is difficult.

However, as discussed in Subsec 6.2, there are cases that the feature from the camera is effective for the prediction. Cameras also have the advantage of bodily noninvasiveness. The proposed method extracts the features only about the face detection from the camera data. By adding the features about body movement from the camera data to supply the feature from acceleration sensors, the prediction accuracy by camera data will be improved.

#### Table 7

<table>
<thead>
<tr>
<th>Subject</th>
<th>Index</th>
<th>Concentration</th>
<th>Excitation</th>
<th>Bodily action</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td>-0.403</td>
<td>-0.141</td>
<td>-0.225</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.842</td>
<td>0.431</td>
<td>0.279</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.917</td>
<td>0.656</td>
<td>0.528</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>-0.097</td>
<td>-0.045</td>
<td>-0.342</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.515</td>
<td>0.496</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.717</td>
<td>0.704</td>
<td>0.794</td>
</tr>
<tr>
<td>D</td>
<td></td>
<td>-1.099</td>
<td>-2.131</td>
<td>-0.411</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.471</td>
<td>1.094</td>
<td>0.295</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.686</td>
<td>1.046</td>
<td>0.544</td>
</tr>
<tr>
<td>E</td>
<td></td>
<td>-0.124</td>
<td>-0.035</td>
<td>-0.317</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>0.966</td>
<td>0.528</td>
<td>1.263</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.983</td>
<td>0.726</td>
<td>1.123</td>
</tr>
<tr>
<td>F</td>
<td></td>
<td>-0.246</td>
<td>-0.962</td>
<td>-0.475</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>1.144</td>
<td>1.231</td>
<td>2.99</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>1.07</td>
<td>1.11</td>
<td>1.729</td>
</tr>
</tbody>
</table>
Table 7. The prediction model with different feature sets

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Concentration</th>
<th>excitation</th>
<th>bodily action</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR</td>
<td>0.686</td>
<td>0.644</td>
<td>0.601</td>
</tr>
<tr>
<td>Acc</td>
<td>0.941</td>
<td>0.906</td>
<td>0.91</td>
</tr>
<tr>
<td>HR + Acc</td>
<td>0.958</td>
<td>0.932</td>
<td>0.929</td>
</tr>
<tr>
<td>HR+Acc+Cam</td>
<td>0.95</td>
<td>0.938</td>
<td>0.936</td>
</tr>
<tr>
<td>Cam</td>
<td>0.437</td>
<td>0.371</td>
<td>0.421</td>
</tr>
<tr>
<td>Acc+Cam</td>
<td>0.937</td>
<td>0.93</td>
<td>0.924</td>
</tr>
</tbody>
</table>

HR: With the heart rate sensor  
Acc: With the acceleration sensors  
Cam: With the camera

6. Conclusion

In online education through web conference tools, teachers cannot grasp students’ states by watching their behaviors like in an offline classroom. Each student also cannot be affected by others’ good behavior. This paper proposed a method to predict student effort in an online lecture in order to provide the presence like an offline classroom. In the proposed method, the student effort is expressed with 3 indicators, which are the concentration, excitation, and bodily action. Each student wears an acceleration sensor on the back of the neck and the dominant hand during the lecture. He also wears a heart rate sensor. The proposed method predicts the level of each of concentration, excitation, and bodily action by a Random Forest model whose features are the observed and processed data from the acceleration sensors, heart rate sensor, and camera.

We experimented to build student effort prediction models though the 2 online lectures which the 6 subjects attended. The prediction model trained by all subjects’ data in one lecture achieved 0.941 $R^2$ value in average among all the indicators. Those trained by one subject’s data in all the lectures achieved 0.953, 0.925, 0.930 $R^2$s for the concentration, excitation, and bodily action, respectively, in average among all the subjects. These results demonstrate feasibility to predict student efforts with wearable sensors and cameras. On the other hand, the prediction $R^2$s for one subject with the prediction models of the other subjects were -0.835 at most. The prediction $R^2$s for one lecture with the model of another lecture was 0.285 at most also. These results claims that the individual prediction model should be built for an individual pair of student and lecture, which implies heavy burden in collecting the training data. As a future work, in order to reduce such the burden, we will consider to classify lectures and students according to similarities of the prediction models through a more large-scale experiment. We will also verify the effect on online learning behavior by presenting student efforts predicted by the proposed method.

Furthermore, we verified the prediction models of different feature variable sets under assumption that some sensors or camera are removed. The experimental result demonstrated that the most important features in the prediction models are the data from acceleration sensors. It implies that acceleration sensors enables to omit a heart rate sensor with high physical burden and cost. Acceleration sensors, however, have some invasiveness. Removing such invasiveness should be considered as the future work. As the other future work, we will expand feature variables from camera data to replace the features from the acceleration/heart rate sensors and verify the feasibility to predict student efforts without contact type sensors.
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